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RESEARCH INTERESTS

Neuromorphic algorithms, spiking neural networks (SNNs), speech enhancement, and uncertainty
estimation

RESEARCH EXPERIENCE

RESEARCHER May 2022 - Now
Centrum Wiskunde & Informatica (CWI, Dutch National Research Institute), Amsterdam

My main responsibility is to develop new neuromorphic algorithms to enhance energy efficiency and bio-
logical plausibility in AI through spiking neural networks (SNNs). My research focuses on the following
two areas:

e Uncertainty Estimation with SNNs
This work is part of the €4M consortium project, Perceptive Acting Under Uncertainty, funded by the
Dutch Research Organization (NWO, file number: NWA.1292.19.298). I introduced a pioneering
Monte Carlo (MC)-dropout framework for uncertainty estimation in SNNs and successfully
applied it to both classification and regression tasks. I published two papers detailing this framework
and its applications.

As the leading team for the project, our group assumed the role of coordination. My responsibilities
included organizing annual meetings, project coordination within our specific package, presenting our
achievements, and maintaining the project website. This experience enhanced my ability to manage
complex projects and collaborate effectively in interdisciplinary settings.

e Speech Enhancement with SNNs
I have created an innovative SNIN model for speech enhancement that achieve low latency while
preserving excellent speech performance. A paper detailing this research has recently been published
in Neuromorphic Computing and Engineering, a leading journal in neuromorphic computing.


https://tao-sun.github.io/

In addition, I have contributed to a joint effort to benchmark neuromorphic algorithms and systems, which
is featured in a forthcoming Nature Communications paper.

RESEARCH ASSOCIATE August 2016 - April 2021
Ohio University, Athens, OH

During my PhD at Ohio University, my dissertation, titled Time-domain Deep Neural Networks for Speech
Separation, introduced novel approaches for improving speech quality and intelligibility.

RESEARCH PROJECTS

Uncertainty Estimation for SNNs May 2022 - NOW

Uncertainty estimation is critical for high-stakes applications like autonomous vehicles, medical diagnosis,
and high-frequency trading. I proposed an efficient MC-dropout based approach for uncertainty
estimation in SNNs, leveraging their time-step mechanism to enable computationally efficient Bayesian
approximation without significant overhead during training or inference. Initially applied to classification
tasks, the approach demonstrated both high accuracy and strong uncertainty quality. I further extended
the framework to regression tasks with two methods: the heteroscedastic Gaussian approach and
Regression-as-Classification (RAC). Both methods delivered superior uncertainty estimation perfor-
mance, offering a biologically inspired, energy-efficient solution for tasks demanding accuracy and reliability.

Currently, I am integrating the Kalman Filter with SNNs to improve uncertainty estimation on se-
quential tasks. This approach enhances performance in event-based and time-series tasks while enabling
reliable, resource-efficient solutions for real-time applications.

Low-latency Speech Enhancement with SNNs May 2023 — July 2024

Speech enhancement is a power-constrained task with significant commercial value. The energy efficiency
and temporal dynamics of SNNs make them ideal for this application. In this work, I present a novel,
low-latency SNN framework for speech enhancement. Inspired by high-performance, low-latency
deep learning models, our two-phase time-domain streaming SNN framework achieves the required low
latency while delivering competitive accuracy and power efficiency. This work is published in Neuromorphic
Computing and Engineering, a leading journal in neuromorphic computing.

Integrating Speech Components into Denoising Neural NetworksJanuary 2020 — August 2021

Integrating human speech elements into deep neural networks (DNNSs) has proven to be a simple
yet effective strategy to improve denoised speech quality and intelligibility. In this direction, I proposed
to rely on self-supervised speech representations to provide guidance for the current denoising neural
networks. This approach achieved great success. The output intelligibility of current denoising networks
is boosted dramatically.

Dilated FCN: Listening Longer to Hear November 2018 — May 2019

The capabilities to capture long context and extract multi-scale patterns are crucial to design effective
speech enhancement networks. Such capabilities, however, are often in conflict with the goal of maintaining
compact networks to ensure good system generalization. This project explored dilation operations
and applied them to Fully Convolutional Networks (FCNs) to address this issue. Particularly, I
proposed the idea that relies on the dilation operations to capture long context for FCN speech enhancement
networks.

Semantic Segmentation with Capsule Networks January 2018 — December 2018

A capsule-based neural network model to solve the medical semantic segmentation problem was pro-
posed in the project. By taking advantage of the extractable part-whole dependencies available in



capsule layers, I derived the probabilities of the class labels for individual capsules through a recursive,
layer-by-layer procedure. With the procedure, image-level class labels and object boundaries are jointly
sought in an explicit manner, which poses a significant advantage over the state-of-the-art FCN solutions.
Although the paper based on this project was not among the final selections for ICLR 2019, two out of
three reviewers recommended its acceptance and provided positive feedback.
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TEACHING EXPERIENCE

TUTOR Peroid 2, 2022/2023/2024
University of Amsterdam
Course: Neural Dynamics and Deep Learning

TEACHING ASSISTANT Fall 2021 /Spring 2022
Ohio University
Course: Software Engineering and Tools

GRADER Spring 2018
Ohio University
Course: Computational Theory

INDUSTRIAL EXPERIENCE

TECHNICAL LEAD April 2015 — July 2015
SAS Institute Inc., Beijing

I led a team developing SAS BI Dashboard, which monitors key performance indicators for SAS Business
Intelligence (BI) servers.

SOFTWARE ENGINEER September 2011 — March 2015
SAS Institute Inc., Beijing

e [ am the developer for FormControl, a highly reusable HITML5 component designed to collect user-
input values. Based on a data model, it generates various UI controls and organizes them into
hierarchical forms.

e I was responsible for the developments of SAS Environment Manager (EV), a SAS metadata man-
agement plugin.

e [ was the coordinator for the project of File Importer, a plugin of the SAS Visual Data Builder
(VDB).

HONORS AND AWARDS

o Stocker Research Assistantship (2016-2021)

e SAS 2012 3C (Collaboration, Communication and Consistency) Award, December 2012

PROFESSIONAL ACTIVITIES

Program committee member

e Automation in Machine Learning Workshop (KDD 2021)
e Automation in Machine Learning Workshop (KDD 2020)


https://support.sas.com/en/software/bi-dashboard-support.html
https://support.sas.com/en/software/environment-manager-support.html
https://documentation.sas.com/doc/en/vacdc/7.5/vapdbgwin/n0rihum4fgpotrn1bvuhei7umxe3.htm
https://documentation.sas.com/doc/en/vacdc/7.5/vapdbgwin/n0rihum4fgpotrn1bvuhei7umxe3.htm

Reviewer

e IEEE Transactions on Pattern Analysis and Machine Intelligence (IPAMI)

e Frontiers in Neuroscience

e Neural Networks

e Neuromorphic Computing and Engineering

e IEEE International Symposium on Circuits and Systems (ISCAS 2024 & 2025)
o JEEE Access

e PLOS One

TECHNICAL SKILLS

Machine Learning and Deep Learning

e PyTorch, TensorFlow
e NumPy, SciPy

e SpeechBrain toolkit

Programming

e Python
e Java (Java EE, Spring)

e Javascript (JQuery, Dojo, OpenUI5)

Hardware
e FPGA programming
e CUDA programming

Software Engineering

e Object-oriented Analysis and Design (OOAD)
e Pattern design and code refactoring

e Project management and agile development (Scrum)
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Full Professor
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Email: sbohte@cwi.nl



e Dr. Jundong Liu
Associate Professor
School of Electrical Engineering and Computer Science
Ohio University
Email: liujl@ohio.edu

e Dr. Guangzhi Tang
Assistant Professor
Department of Advanced Computing Sciences
Maastricht University
Email: guangzhi.tang@maastrichtuniversity.nl



